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Abstract
This paper investigates the macro-determinants of growth in Italy in a time series framework, from 1950 till 2004.

The analysis of economic growth, started with the Solow’s (1956) and Swan’s (1956) famous contributions, has developed rapidly since the mid 1980’s.

The empirical literature follows two main approaches: growth accounting and growth regressions. In this paper the empirical approach starts with a parsimonious specification of the growth equation and then it analyses extended models. The initial specification is consistent with the standard neoclassical model and includes human capital. The extensions involve the introduction of a set of policy and institutional factors potentially affecting the Italian economic performance. In relation to econometric techniques, we use the error correction model (ECM) representation: in a time series framework, it provides evidence on the existence of a stable long-run linear relationship between growth and its determinants.

The main results are the following: investment is the key source of economic growth; time series properties of the variables of interest and regression analysis provide evidence in favour of endogenous growth models in Italy and the only variable that seems to be robustly correlated with growth, according to the Extreme Bound Analysis, is government consumption, which affects negatively the growth rate.
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1 Introduction

The analysis of economic growth has come a long way since Solow’s (1956) and Swan’s (1956) famous contributions; developments have been particularly rapid since the mid 1980’s.

Studies about growth are looking for patterns and systematic tendencies that can increase the understanding of the growth process, in combination with historical analysis, case studies, and relevant theoretical model.

The availability of standardized and reliable data sets has led to a burgeoning empirical literature, according to two main approaches: growth accounting and growth regression. In the first approach, the level of real output is decomposed into its constituent parts: the contribution of factor inputs and of residual total factor productivity. Growth accounting tries to establish how much growth can be attributed to the accumulation of factors of production and therefore the importance of “unexplained” growth.

Growth regressions have been an extremely popular means of testing causes of growth. The neoclassical model is the cornerstone of economic growth literature (Solow, 1956). Mankiw, Romer and Weil (1992) tested the Solow model augmented with human capital and provide evidence in favour of it.

The “new growth economics” theories (e.g. Romer, 1986; Lucas, 1988; Romer, 1990) emphasise the endogenous determination of growth rate, which is determined within the model, and therefore can be affected also by economic policies, instead of being driven by exogenous technological progress. Permanent changes in economic parameters can alter the economic rate of growth permanently. A huge amount of empirical works has tested models of endogenous growth [see Barro and Sala-I-Martin (2004) for survey].

In the lack of complete formal models, the answer of which theory can be accepted has become empirical: attention has shifted to the relation between theory and data. But most of empirical works reach different conclusions.

The standard approach to growth determinants consists in running cross-country or panel regressions. In this paper, we concentrate on a time series analysis of determinants of growth in Italy. We prefer to follow what Durlauf et al. (2004) suggest: “At first glance, the most natural way to understand growth would be to examine time series data for each country in isolation”. National growth rate appears to be correlated with a variety of economic, social, and political variables, and many of those are affected by economic policies. Recent perceptions of relatively poor Italian economic performance have led to a renewed interest in the causes and factors of Italian economic growth.

The empirical approach starts with a parsimonious specification of the growth equation and then it analyses of extended models. The initial specification is consistent with the standard neoclassical model and includes human capital. The extensions involve the introduction of a set of policy and institutional factors potentially affecting economic efficiency. In relation to econometric techniques, we use the error correction model (ECM) representation: in a time series framework, it provides evidence on the existence of a stable long-run linear relationship between growth and its determinants, which is in itself interesting from a theoretical point of view.
The great problem underlying the growth regressions is the lack of accepted formal theoretical models that can accommodate the wide range of variables that are often included as regressors. There still remains a large gap between the formal models and the informal but often complex mechanism that are tested in empirical works. The problem faced by empirical growth economists is that growth theories are not explicit enough about what variables belong to the “true” regression. Sensitivity analysis represents, in the related literature, a “compelling step”; for that reason, we employ an extreme bound analysis.

The main findings reported in this paper are:

i) investment is the key source of economic growth, according to both growth accounting and regression analysis;

ii) time series properties of the variables of interest and regression analysis provide evidence in favour of endogenous growth models in Italy;

iii) given that, economic policies play a fundamental role in determining Italian economic performance. The only variable that seems to be robustly correlated with growth is government consumption, which affects negatively the growth rate.

Pros and contras of time series and cross-country approaches

The empirical literature concerning determinants of growth uses two different econometric approaches: cross-country and time-series regressions. In this subsection, we present evidence from both methodologies, arguing that the time series approach is more useful in analysing specific aspects of this topic.

The cross-country approach requires averaging out variables over a time period of generally thirty years and using them in cross-section regressions in order to explicate cross-country variations of growth rates. A huge number of studies have chosen this methodology: for example, Barro (1991), Kormendi and Meguire (1985), Grier and Tullock (1989), Mankiw, Romer and Weil (1992), Sala-I-Martin (1997).

The time series approach has been used by Morales (1998), Demetriades and Hussein (1996), Antonelli, Marchionatti and Usai (2000), among the others.

There are several sources of bias of both time-series and cross-section studies.

We can mention some limitations of the cross-country methodology. First, cross-country or panel regressions suffer of parameter heterogeneity. The vast majority of empirical growth studies assume that the parameters that describe growth are identical across countries. It means that a change in “the level of a civil liberties index has the same effect on growth in Us as in the Russian Federation”\(^2\). Panel data approaches have addressed one aspect of this problem by allowing for fixed effects\(^3\), though they could not address this more general question.

Furthermore, cross-country approach refer to the “average effect” of a variable across countries; this limitation is particularly severe when testing causality as the possibility of differences in causality patterns across countries are likely, as Arestis and Demetriades (1996) pointed out.

\(^{1}\) Sala-i-Martin (1997).
Finally, the results of cross-country or panel regressions crucially depend on the selected sample; for example, convergence is or is not supported depending on the selected countries (OECD, Africa, Northern and Southern regions of Italy, etc.).

The disadvantage of time series approach is the constraint of the availability of the data, mainly for developing countries (this is not the case). Even when reliable data are available, some variables, like political stability, inequality index, and maintenance of property rights display little time variation. Other variables do not change at all: for example, geographical and religious variables. However, this study focuses on the effects of inputs and economic policies on growth and in which direction they can be modified in order to guarantee higher level of output and better economic performance.

Until recently, the study of growth and the study of business cycle have been largely separated from each other with little cross-fertilisation of ideas between them. Theoretically business-cycle literature studies deviations of output from a trend, while the growth literature analyses the slope of the trend\(^4\). With the emergence of endogenous growth theory, however, a growing body of research\(^5\) that tries to explore the potential linkages between secular and cyclical activity has come out. Econometric modelling of a growth process in a time series framework can be contaminated by business cycle dynamics, since measured output is a noisy indicator of potential output. Two alternative solutions have been suggested\(^6\): one consists in constructing a series for potential output. The other requires the analysis of the time series properties of all the series in order to see whether these properties are compatible with the existence of a long-run relationship. The first method is not entirely satisfactory\(^7\); therefore we apply the second.

Durlauf et al. (2004) emphasized that time series analysis is not recommended when examining developing countries and using lags of output or the growth rate as explanatory variables. But our study does not consider these aspects.

Time series variation can be informative for some hypothesis. Jones (1995) and Kocherlakota and Yi (1997) presented how time series model can be used to discriminate between exogenous and endogenous growth theories. Furthermore the theory relating to causality is based on time-series analysis (Granger, 1963).

The information provided by time series is also very useful for variables that have varied a good deal over time, such as openness and inflation.

The structure of the paper is as follows: the growth accounting approach for Italian economy is examined in section 2; section 3 reviews the theoretical literature; section 4 contains estimates based on time series regressions for the period 1950-2004. Section 5 presents the extended model theoretically and empirically. In section 6 robustness analysis is performed in order to solve the problem of model uncertainty.

\(^4\) Fatás, A. (2000a). For some aspects, this dichotomy seems normal, with diverse theories providing insights into macroeconomic movements over different horizons. But for other aspects, there are important interactions between growth and business cycles.

\(^5\) Canton, 1996; Fatas, 2000a and 200b.


Section 7 employs a simple time series test of endogenous versus exogenous growth models. Section 8 contains some considerations about causality; final section concludes. Some descriptive statistics are reported in the appendix.

2 Growth accounting for Italian economy

Generally, growth accounting is considered as a preliminary step for the analysis of fundamental determinants of growth\(^8\). In the 1950s and 1960s the issue of determinants of growth was a big concern for economists, with intense interest in developments in growth theory, and major growth accounting exercises being undertaken.

A production function with three inputs (capital, labour and technology) is analysed in order to assess the contribution of each input to growth. The contribution of technological change (the residual) is a “measure of our ignorance”: it is computed by the difference between the growth rate of GDP and the part of the growth rate that can be “accounted for” by the growth rate of capital and labour. The estimates of the so-called total factor productivity (TFP) do not involve econometric estimation\(^9\).

Solow (1957), Denison (1962) and Jorgenson and Griliches (1967) presented the basics of growth accounting. The standard approach starts with the aggregate, two-factor, twice-differentiable production function:

\[ Y = F(A, K, L) \]

where \(A\) is a measure of the level of technology, \(K\) is the capital input and \(L\) is the quantity of labour. Differentiating with respect to time and dividing by \(Y\) yields, after rearrangement of terms:

\[ \left( \frac{A}{A} \right) \left( \frac{F_A A}{Y} \right) = \left( \frac{Y}{Y} \right) - \left( \frac{K}{K} \right) \left( \frac{F_K K}{Y} \right) - \left( \frac{L}{L} \right) \left( \frac{F_L L}{Y} \right) \]  

(1)

where \(F_K\) and \(F_L\) are the factor marginal products; under perfect competition, they are equal to factor prices.

Clearly the size and the stability over time of the residual depend on the form of the production function; on proper measurements of the inputs and adjustment for their quality changes\(^10\); and on the importance of variables, different from \(K\) and \(L\), not considered in the production function\(^11\). Different theories offer very different conceptions of TFP. These range from changes in technology to the role of externalities, changes in the sector composition of production, and the degree of competition.

Table I reports some exercises of growth accounting for Italy.

---

\(^8\) Barro, (1999).
\(^9\) An alternative approach may consist in econometric estimates of TFP, but as Barro (1999) pointed out, the usually preferred approach is the one represented in equation (1).
\(^10\) Concerning physical capital, Jorgenson (1963) and Jorgenson and Griliches (1967) were the first to develop aggregate capital input measures that took the heterogeneity of assets into account.
Table I. Growth Accounting results (percentages)

<table>
<thead>
<tr>
<th>Source</th>
<th>GDP growth</th>
<th>Share contributed by</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Capital</td>
</tr>
<tr>
<td>1</td>
<td>1947-1973</td>
<td>Christenson, Cumings, and Jorgenson (1980)</td>
</tr>
<tr>
<td>2</td>
<td>1960-1995</td>
<td>Jorgenson and Yip (2001)</td>
</tr>
<tr>
<td>3</td>
<td>1961-1998</td>
<td>European Commission (2000)</td>
</tr>
<tr>
<td>4</td>
<td>1981-2001</td>
<td>Bassanetti et al. (2004)</td>
</tr>
</tbody>
</table>

This table reveals many interesting facts. First of all, we have considered four different sources. The first two are directly comparable, as both of them use the quality-adjusted capital and labour inputs. The European Commission, instead, uses the notion of capital stock and employment contributions, while Bassanetti et al. (2004) make use of a new measure of capital services, disaggregated into several components.

First, as we may expect, growth accounting gives different results depending on which method is used. In particular rows 2 and 3 allow for almost the same period, but the findings are opposite regarding the capital and TFP contribution.

Second, sub-periods present different characteristics. The period between 1947 and 1973 is covered only by the first source. It results that TFP growth accounts for more than two-thirds of the overall growth rate of real GDP per capita. For the following period, source 2 and 4 show a significant reduction of the contribution of TFP (the so-called productivity slowdown). Inconsistently with the other three studies, Bassanetti et al. found a significant contribution of labour to growth. Growth accounting studies tried to account for the heterogeneity of labour by considering differences in the quality of labour input. Diversities across workers with respect to categories of characteristics, where education is one of several categories including gender, age, and occupational characteristics, augment labour input. Differences in measuring variable that include human capital specification are not surprising.

Finally, from the study of the European Commission, it appears that TFP and capital accumulation were the two most relevant factors behind growth, while the employment contribution was very small. In particular, the contribution of TFP was approximately twice of the one of capital; instead, in the studies of Jorgenson and Yip and Bassanetti et al. capital contributes mostly to economic growth.

Many authors in analysing the economic growth of a single country have considered growth accounting as first step. However, according to standard growth accounting, the proximate sources of growth operate independently of one another; in reality, there are interactions between technological progress and capital. Klenow and Rodríguez-Clare(1997), Hall and Jones (1999) and Barro and Sala-I-Martin (2004), argue that the standard growth decomposition overstates the contribution of capital

---

accumulation to growth by attributing to capital the effect on output of increases in capital induced by increases in TFP.

Moreover “accounting is no explanation”\textsuperscript{13}. Traditional growth accounting exercises leave a considerable fraction of output growth unexplained: more research is needed. Conceptual and technical problems are related with TFP.

Therefore, these results should be further explored as to examine the fundamental sources of Italian economic growth.

3 The theoretical framework: the neoclassical model with human capital

We begin with an explicitly neoclassical framework that includes accumulation of human as well physical capital. It represents the basis for most empirical growth works; other theories have generally used the neoclassical model as a baseline from which to explore different approaches.

The central feature of this model is the assumption of diminishing returns to the reproducible factors of production.

The basic determinants of the level of output are the accumulation of physical and human capital. Physical capital exerts positive effect on the level of output: physical capital accumulation is the key of the Solow-Swan model: the economy will grow only if its investment rate is relatively high. Empirical evidence generally supports this idea: the new industrialised countries in the East Asia have investment rates of about 50%, while in Africa it is about 5%.

Micro-economic studies based on Mincerian human capital earnings function suggest significant return to education. Human capital plays a crucial role in determining the long-run economic growth, although the magnitude of its impact depends on the estimation approach and on the measure of human capital available.

The augmented neoclassical model was tested in Mankiw, Romer and Weil (1992) (MRW); they postulated that the model fits well the data and, in particularly, the speed of convergence they obtained is in line with the theory.

We describe this model because the results of its estimation are used as a benchmark. Therefore following their approach, let us assume a framework in which production at time $t$ is given by:

$$Y_t = F(K_t, H_t, A_t, L_t)$$

Where $Y$, $K$, $H$, $A$ and $L$ are respectively output, physical and human capital, the level of technology and labour; therefore $A_t L_t$ is the number of effective units of labour. We are focusing on a Harrod neutral technology.

Assuming a Cobb-Douglas production function, it may be written as:

$$Y_t = K_t^\alpha H_t^\beta (A_t L_t) ^{1-\alpha-\beta}$$

Labor force is assumed to obey $L_t = L_0 e^{n t}$, where $n$ is the population growth. According to standard neoclassical theory the growth rate of population has a negative correlation with the level of output per capita: a higher population growth rate reduces

\textsuperscript{13} Griliches, 1997.
the steady-state capital-output ratio because more investment must go simply to maintain the existing capital-output ratio in the growing population (i.e., the portion of economy’s investment is used to provide capital for new workers rather than to raise capital per worker).

The level of technology is assumed to obey $A_t = A_0 e^{g_t}$, where $g$ is the rate of technological progress. We assume that the depreciation rate of both types of capital is constant and equal to $\delta$.

In reality $\delta$, $n$, $g$ are not constant. The more a unit of physical capital is used, the more it depreciates. The population growth is:

$$n = \text{fertility} - \text{mortality} + \text{net migration}$$

These three variables depend on the economy. Theory suggests that higher level of income and technology may reduce fertility by increasing wages and thus the relative value of women’s time and the overall opportunity cost of rising children; fertility is also reduced because, as the level of income increases, the “endowment” (in the sense of skills and education), given to the children increases as well. Under a general production function, there will be a period of increasing income and population growth rates, and that eventually income reaches a level $\tilde{y}$, after which population growth rate begins to fall\(^1\).

Finally the rate of technological progress is the ultimate source of growth in that neoclassical model; but some problems arise. It is unlikely to assume that it is constant, that is not affected by economic decisions. Furthermore according to neoclassical theory in a world of perfect competition, the total amount of output is devoted to pay only the inputs. There is no way to finance technology, the crucial source of growth.

Keeping these considerations in mind, let us suppose, in this first part, the validity of all the assumptions of the neoclassical model.

Although the description of the steady-state of the model can be found in textbooks presentations of works about growth, we briefly show it again.

Normalising with respect to $A_t, L_t$, the production function in intensive form is:

$$y_{E,t} = k_t^\alpha h_t^\beta$$

where $y_{E,t}$ is the output per efficiency unit of labour.

Spending on education delivers returns of some sort, in much the same way as spending on fixed capital. Therefore investing in human capital is the counterpart to investing in fixed capital. The fraction of income invested in physical capital is $s_k$ whereas the fraction invested in human capital is $s_h$.

$$\dot{K} = s_k Y_t - \delta K_t$$

$$\dot{K} = s_k k_t^\alpha h_t^\beta - (n + g + \delta) k_t$$

Similarly, the human capital accumulation is:

\(^1\) See M. Kremer (1993), among the others.
\[ \dot{H} = s_h Y - \delta H, \]
\[ \dot{H} = s_h k^\alpha h^\beta - (n + g + \delta) h, \]

In the steady state equilibrium, we should have:

\[ k = \left( \frac{s_h h^\beta}{n + g + \delta} \right)^{\frac{1}{1-\alpha}} \tag{3} \]
\[ h = \left( \frac{s_h k^\alpha}{n + g + \delta} \right)^{\frac{1}{1-\beta}} \tag{4} \]

By solving the system, we get:

\[ h^* = \left( \frac{s_H^\beta s_K^\alpha}{s_h^\alpha s_K} \right)^{\frac{1}{1-\alpha - \beta}} \]
\[ k^* = \left( \frac{s_H^\beta s_K^\alpha}{s_h^\alpha s_K} \right)^{\frac{1}{1-\alpha - \beta}} \]

From the definition of the production function, we have:

\[ \frac{Y}{L} = A(0) e^{gt} \left( \frac{s_h^\beta s_K^\alpha}{s_h^\alpha s_K} \right)^{\frac{\alpha}{1-\alpha - \beta}} \left( \frac{s_H^\beta s_K^\alpha}{s_h^\alpha s_K} \right)^{\frac{\beta}{1-\alpha - \beta}} \tag{5} \]

Taking the logs, the output per capita is:

\[ \ln \left[ \frac{Y}{L} \right] = \ln A(0) + gt + \frac{\alpha}{1-\alpha - \beta} \ln s_h + \frac{\beta}{1-\alpha - \beta} \ln s_K - \frac{\alpha + \beta}{1-\alpha - \beta} \ln (n + g + \delta) \tag{6} \]

As suggested by MRW, the input “human capital” can be expressed in two different ways: the level of human capital and the rate of accumulation of human capital. In eq. (6), the rate of accumulation, \( s_H \), is considered. By putting in the production function (eq. 2) the steady state value of physical capital (eq. 3), the output per capita in the logarithm specification can be expressed in terms of the level of human capital, \( h \):

\[ \ln \left[ \frac{Y}{L} \right] = \ln A(0) + gt + \frac{\alpha}{1-\alpha} \ln s_h + \frac{\beta}{1-\alpha} \ln h^* - \frac{\alpha}{1-\alpha} \ln (n + g + \delta) \tag{7} \]

Therefore empirical analysis of the model should check if the data available on human capital correspond more closely to the level of human capital or to the rate of accumulation of it.
Equation (7) would be a valid specification in the empirical analysis only if the country is in its steady state, that is all the variables in the economy grow at their long-run growth rate. When observed growth rate includes out-of-steady-state dynamics, the transitional dynamics should be explicitly modelled as follows.

Let \( y^E \) be the steady-state level of output per effective worker, let \( y^E_t \) be the actual value at time \( t \) and \( y_t = \frac{Y_t}{L_t} \). By approximating in the neighbourhood of the steady-state, a differential equation generates the convergence path:

\[
\frac{d \ln(y_t)}{dt} = \mu \left[ \ln(y^*) - \ln(y_t) \right], \quad \text{with} \quad \mu = (n + g + \delta) \left( 1 - \alpha - \beta \right) \tag{8}
\]

where \( \mu \) is a parameter that measures the rate of convergence of \( y^E_t \) to its steady-state value.

Solving the first order linear differential equation yields:

\[
\log y^E_t = (1 - e^{-\mu t}) \log y^E + e^{-\mu t} \log y^E_0 \tag{9}
\]

where \( y^E_t = \frac{Y_t}{A_t L_t} \), \( y^E \) is the steady state value of \( y^E \).

We can re-write equation (9) in terms of the observable variable \( y_t \):

\[
\log \frac{Y_t}{A_t L_t} = (1 - e^{-\mu t}) \log y^E + e^{-\mu t} \log y^E_0
\]

\[
\log y_t = g t + \log A_0 + (1 - e^{-\mu t}) \log y^E + e^{-\mu t} \log y_0 - e^{-\mu t} \log A_0 \tag{10}
\]

Rearranging, we get:

\[
\log y_t - \log y_0 = (1 - e^{-\mu t}) \left[ \frac{\alpha}{1-\alpha} \ln s_k + \frac{\beta}{1-\alpha} \ln h^* - (1 - e^{-\mu t}) \right] \ln (n + g) - (1 - e^{-\mu t}) \log y_0 \tag{10.bis}
\]

Following the approach of Durlauf, Johnson and Temple (2004), we can express equation (10) in terms of growth rate, instead of difference. Let the growth rate of output per worker between \( \theta \) and \( t \), \( \gamma \), be equal to:

\[
\gamma = t^{-1}(\log y_t - \log y_0) \tag{11}
\]

Dividing (11) by \( t \) and subtracting \( \log y_0 \) from both sides, we get:

\[
\gamma = g + (1 - e^{-\mu t}) \left( \log y_0 + \log y^E + \log A_0 \right) \tag{12}
\]

\(^{15}\)This is called a level specification because the level of human and physical capital affects the level of output per capita.
Substituting the value of $y^*_t$ in equation (7), equation (12) becomes:

$$\gamma = g + (1 - e^{-\mu t}) \left[ \log y_0 + \ln A(0) + \frac{\alpha}{1-\alpha} \ln s + \frac{\beta}{1-\alpha} \ln h^u - \frac{\alpha}{1-\alpha} \ln (n + g + \delta) \right]$$

(13)

The equation is linear in the logs of various observable variables and therefore open to standard regression analysis.

4  Quantitative analysis

The model developed in the previous section provides a framework for analysing both the level of output and economic growth. In this section we apply this model to understand Italian economic performance after 1950. First, however, we begin by documenting quantitatively the behaviour of the key variables emphasized in the model.

4.1 Data and descriptive statistics

The variables considered here include GDP, physical and human capital, population growth. We use data on real national accounts, compiled by Heston, Summers and Aten (2002), known as Penn World Table Version 6.1; the other data come from ISTAT.

Following standard practice, real GDP per capita is the indicator of economic growth.

In every model physical capital has always been considered a key determinant of economic growth. The rate of accumulation of physical capital is proxied by the quantity of real domestic investment, also known as gross capital formation in real GDP per capita. By definition (OECD), gross capital formation is measured by the total value of the gross fixed capital formation, changes in inventories and acquisitions, less disposals, of valuables for a unit or sector.

Regarding human capital, a first methodological issue is how to define and measure skills and competencies over time. It is quite complicated to know how close proxies such as school enrolment ratio, the number of graduates, average years of education or the proportion of the labour force which has received secondary school, are to their theoretical equivalents. Two types of measurement errors may emerge: first, data recording errors. Then, even when data are perfectly recorded, the measured variable may still be a poor measure of the true variable. This is particularly true for human capital.

Given the availability of the data, it is not possible to consider wider definition of human capital investment compassing on-the-job training, experience and learning-by-doing, and ignoring its depreciation. The quality of education cannot be taken into account. The proxies of human capital here considered are:

- the primary, secondary and tertiary enrolment ratios, defined as the ratio of total number of students enrolled in this level to the total number of persons in the corresponding age group;
- the number of students enrolled for primary, secondary and tertiary education;
- the number of graduate students.

Human capital may also have an effect on other factors, which affect growth, so that investments in education would have an additional indirect effect on economic performance. Its externalities, largely emphasized in literature, cannot be easily measured.

As in several studies, the rate of population growth is used instead of the rate of increase in labour input. Although not really the exact proxy, use of the former has some advantages: data on population are fairly good, whereas good and long time series on labour force are difficult to find.

A preliminary glance at graphs\(^{16}\) of most economic time series show that the data do not come from stationary processes. Nearly all time-series show permanent growth over time. Time series preliminary analysis involves running unit root tests.

The first step involves running augmented Dickey and Fuller and Phillips and Perron unit root tests. According to both tests, all the series are nonstationary and all of them are integrated of order one, even varying the number of the lags. The results from the ADF unit root tests are reported in table A1 in the appendix.

There are two different types of non-stationarity processes, such as those with deterministic trend plus a stationary stochastic process with mean zero and those with stochastic trend. The trend-stationary process has the form:

\[
y_t = \alpha + \beta t + u_t, \quad \psi(L) u_t = \xi(L) e_t, \quad e_t \sim \text{i.i.d.}(0, \sigma^2_e)
\]

where \(u_t\) represents deviations from the trend, \(\alpha\) and \(\beta\) are fixed parameters, and the polynomials \(\psi(L)\) and \(\xi(L)\) satisfy the conditions for stationarity and invertibility. In this case, the nonstationarity is caused by the presence of a deterministic time trend in the process, rather than by the presence of a unit root. With such a trending pattern a time series is non-stationary and it does not show a tendency of mean reversion.

The second type, the difference-stationary process, can be written as:

\[
y_t = \beta + y_{t-1} + v_t, \quad \theta(L) v_t = \zeta(L) e_t, \quad e_t \sim \text{i.i.d.}(0, \sigma^2_e)
\]

where the polynomials \(\theta(L)\) \(v_t\) and \(\zeta(L)\) satisfy the conditions for stationarity and invertibility.

In practice, it can be quite difficult to distinguish between the two processes; but the distinction becomes crucial in order to calculate the effects of fluctuations on long-term growth. The time series properties of real output levels have been of special interest for their implications. Nelson and Plosser (1982) pointed out that the modelling of real output as either trend stationary or a difference stationary process has important implication for macroeconomic policy, modelling, testing and forecasting. This investigation can help determine whether fiscal and/or monetary stabilisation policies would likely have only temporary effects on real output. In their model, the stochastic trend contributes more to the variation in output than does the

\(^{16}\) See the appendix.
transitory component. They argued that an economic implication of this finding is that real shocks are much more important than previously thought, since they will have a permanent impact on output.

Stimulated by their work, there is an increasing amount of recent works that provide evidence that macroeconomic time series contain important stochastic trends. Macroeconomic policy might affect not only the temporary but also the permanent movements in economic activity. Given the crucial implications, we examine the time series properties of real GDP. The degree of persistence of the shocks should be analysed in order to estimate the magnitude of the permanent component of a time series.

The sample autocorrelations of log real GDP per capita in figure A.7 in the appendix are initially positive and tend to remain positive; however, they decline to zero as the lag length increases. This indicates large persistence, suggesting that there may be a non-stationary component to the series not eliminated by simply removing a deterministic trend.

There are mainly two ways of analysing the presence in a series of both a deterministic trend and an I(1) component. The first consists in running ADF unit root test, which contains the intercept term and the trend. The test does not reject the null hypothesis of unit root in the series, even including the intercept and the trend.

An alternative approach is suggested by Cochrane (1988), who criticized the use of unit root tests to determine the long run dynamic properties of a time series. He proposed non-parametric estimates of the persistence, the variance ratio, equal to the ratio of the variance of the \( j \)th difference to the variance of the first difference, normalized by the factor \( j^{-1} \):

\[
V_j = j^{-1} \frac{\text{var}(y_t - y_{t-j})}{\text{var}(y_t - y_{t-1})}
\]

If a series is integrated it can be always decomposed into a random walk plus a stationary component (Beveridge and Nelson, 1981); the variance ratio approaches the ratio of the variance of the random walk to the variance of the first difference, so it is unity for a pure random walk. If a series is trend stationary, the variance ratio approaches zero. There is “a continuous range of possibilities between zero and one and beyond one”\(^{17}\).

Even taking high values of \( j \) (\( j = 35 \) and \( j = 40 \)), the variance ratios for annual log real GDP per capita are 1.40 and 0.82 respectively. First of all, these values approach to one, showing a large random walk component. Secondly, as we might expect, as the lags increase, the random walk component decreases, and that is why the variance ratio declines. The nonparametric estimates confirm that the random walk component in real GDP per capita is high: shocks have a long-lasting effect on output.

However, studying the univariate time series characterisation of GDP leaves unknown the sources of fluctuations of that variable; further analysis should be carried out.

\(^{17}\) Cochrane (1988).
4.2 Estimation technique: Regression results and interpretation

In this section, we report the results of estimating time series regression in the form of (7), section 3; this equation can be estimated in different ways. We first follow a pure time-series approach, using OLS. Alternative approach consists in the ECM representation.

The basic results are illustrated in table II.

<table>
<thead>
<tr>
<th>Dependent variable: log of real GDP per capita</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>Constant</td>
</tr>
<tr>
<td>Log (Investment)</td>
</tr>
<tr>
<td>Log (Tertiary)</td>
</tr>
<tr>
<td>Log (n)</td>
</tr>
<tr>
<td>aR²</td>
</tr>
<tr>
<td>AIC</td>
</tr>
</tbody>
</table>

***: significant at the 1 percent level

All the coefficients are significant at 1 percent level and they have the expected sign. The model selection criteria are quite high.

In the literature, the proxy of human capital mainly considered is school enrolment ratio for secondary education in the population mainly; but in Italy higher level of education is more significant because of its contribution to increasing productivity. The Italian industry sector heavily depends on technological progress, and therefore it requires highly qualified labour force. The type of education provided at secondary level does not contribute enough to economic performance.

In fact, the proxy of human capital that fits better is the number of students enrolled for tertiary education; the coefficient on the number of students enrolled for primary education is even negative, while the one on the number of students enrolled for secondary is positive but significant only at 10 percent level. Primary education does not have considerable implication in determining the level of output.

Adding a dummy variable representing the introduction of PhD in Italy, it results that it has a positive and significant (at 1 percent level) impact on the level of output per capita; its coefficient is equal to 0.108.

The coefficient on physical capital (the [partial] elasticity of output with respect to physical capital, holding human capital constant) shows that a 1 per cent increase in the capital led on average to a 0.44 increase in the output. While the coefficient on human capital (the [partial] elasticity of output with respect to human capital, holding physical capital constant) shows that a 1 per cent increase in the human capital led on average to a 0.38 increase in the output.

Furthermore it is possible to infer the value of α and β in the Cobb-Douglas production function (1). The value of α, physical capital’s share on income, is approximately one third (0.30), while β is slightly less than one third (0.27); these results basically confirm the theoretical literature about factor shares, considering that

---

18 According to the AI and the Schwartz criteria.
determining a reasonable value of $\beta$ is quite problematic. Probably the fact that $\beta$ is slightly less than one third suggests us that human capital is not paid its marginal product; it might reveal frictions in the labour market or something else.

Although population growth cannot be characterized as “the most important element in economic progress”\textsuperscript{19}, empirical results suggest that an exogenous drop in birth rates raises the growth rate of output per capita.

These results have two main limitations: first of all, the variables are not stationary. Secondly, in a pure time series approach, business cycle dynamics may influence growth process. We cannot simply transforming the time series to stationary by first differencing notably because of the risk of losing information on the long-run relationship of the variables. As we are adopting a time series approach, the existence of long run relationship is crucial.

Then the existence of a cointegrating relationship among the variables that constitute the model has to be tested for. The original Engle-Granger procedure suggests to run the equation (7) in levels above and testing whether the residuals are I(1). This procedure is not only not recommended in most cases, but also gives us marginal results.

Another test for cointegration consists in formulating the ECM: given the equation:

$$\Delta y_t = \gamma_0 + \Delta \gamma'_1 x_t + \phi \hat{u}_{t-1},$$

where $y_t$ is the level of GDP, $x_t$ is the vector of regressors, and $\hat{u}_{t-1}$ are the residuals estimated in the long-run relationship between $y_t$ and $x_t$, and they provide the empirical basis for the cointegration test. The hypothesis of non-cointegration ($\phi = 0$) is rejected; to test the hypothesis, critical values are taken from Mackinnon (1999) since critical values from the standard Dickey-Fuller tables would not be appropriate. Therefore series are cointegrated.

According to the Granger’s representation theorem, if variables are cointegrated, then there exists an error correction mechanism model representation of their relationship.

When dealing with the dilemma of non-stationary series, the error correction model has the advantage to combine long-run information with a short-run adjustment mechanism. This methodology has also been used successfully in other time-series growth studies\textsuperscript{20}. In such a way, time series can be decomposed into long-term trends and short-term fluctuations. The short-term dynamics of the variables in the system are influenced by deviations from the long-run equilibrium.

The ECM may be estimated in two ways. Banerjee et al. (1993) show that the generalized “one step” ECM is a transformation of an Autoregressive Distributed Lags (ARDL) model. So it can be used to estimate relationship between non-stationary processes. It can be written as follows:

\textsuperscript{19} Barro, (1997).
\textsuperscript{20} See Nehru and Dareshwar (1994) and Morales (1998) among the others.
\[
\Delta \ln \left[ \frac{Y_t}{L_t} \right] = \gamma_0 \ln A + \gamma_1 \Delta \ln k_s + \gamma_2 \Delta \ln h + \gamma_3 \ln \left[ \frac{Y_{t-1}}{L_{t-1}} \right] + \gamma_4 \ln s_{t-1} + \frac{\beta}{1 - \alpha} \ln h_{t-1} + \ln (A) + \epsilon_t
\]

However the equation cannot be estimated by OLS since the variables in parenthesis cannot be formed without a knowledge of \( \alpha \) and \( \beta \). Therefore the following reparametrized form is estimated:

\[
\Delta \ln \left[ \frac{Y_t}{L_t} \right] = \gamma_0 \ln A + \gamma_1 \Delta \ln k_s + \gamma_2 \Delta \ln h + \gamma_3 \ln \left[ \frac{Y_{t-1}}{L_{t-1}} \right] + \gamma_4 \ln s_{t-1} + \gamma_5 \ln h_{t-1} + \epsilon_t
\]  

(E1)

The required elasticities \( \alpha \) and \( \beta \) can be now calculated using the estimates of the parameter \( \gamma_3 \). The coefficient \( \gamma_3 \) contains additional information because it can be interpreted as a measure of the speed of adjustment in which the system moves towards its equilibrium on the average.

In the so-called “two-step” procedure [Engle and Granger (1987)] the error correction term \( EC_{t-1} \) is derived from the lagged residuals \( \epsilon_t \) of equation (7), that can be used to estimate the following equation (used also to test for cointegration):

\[
\Delta \ln \left[ \frac{Y_t}{L_t} \right] = \gamma_0 \ln A + \gamma_1 \Delta \ln k_s + \gamma_2 \Delta \ln h + \gamma_3 EC_{t-1} + \epsilon_t
\]  

(E2)

Therefore the dynamics do not need to be specified until the error correction structure has been estimated.

Equations (E1) and (E2) should in principle yield similar results because both formulations can be understood as a transformation of each other. Table 3 illustrates the results.

### Table III

<table>
<thead>
<tr>
<th>Dependent variable: log difference of real GDP per capita</th>
<th>E1</th>
<th>E2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.147***</td>
<td>0.020***</td>
</tr>
<tr>
<td>( \Delta \log ) (Investment)</td>
<td>0.265***</td>
<td>0.289***</td>
</tr>
<tr>
<td>( \Delta \log ) (H)</td>
<td>0.038</td>
<td>0.100***</td>
</tr>
<tr>
<td>Log (GDP) [-1]</td>
<td>-0.078***</td>
<td></td>
</tr>
<tr>
<td>Log (Investment) [-1]</td>
<td>0.045***</td>
<td></td>
</tr>
<tr>
<td>Log (H) [-1]</td>
<td>0.018</td>
<td></td>
</tr>
<tr>
<td>Error-correction term [-1]</td>
<td>-0.12***</td>
<td></td>
</tr>
<tr>
<td>Long-term output elasticity of K</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>Long-term output elasticity of H</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td>( a-R^2 )</td>
<td>0.84</td>
<td>0.80</td>
</tr>
<tr>
<td>AIC</td>
<td>-6.34</td>
<td>-6.12</td>
</tr>
<tr>
<td>F-statistic</td>
<td>51.07</td>
<td>57.13</td>
</tr>
</tbody>
</table>

**: significant at the 1 percent level

**: significant at the 5 percent level

*: significant at the 10 percent level
4.3 Some implications of the regression results

Table III reveals many interesting facts.

The speed of adjustment to the long-run growth path is given by the coefficient of the term measuring the deviations of actual GDP with respect to its potential. Its negative value ensures that the system is not explosive but comes back to its equilibrium path. Any deviations or errors from the long-run equilibrium path are corrected (hence, the term error correction). That coefficient is statistically significant at 1 percent level, negative and equal to −0.12; this means that 12 per cent of the gap between the actual and the potential output tends to be eliminated each year. The speed of adjustment is quite moderate: after a certain shock to the economy it would take at least approximately 20 years to reach the level of output consistent with long-run growth.

Investment rate plays a crucial role. Moreover the coefficients of both the models are quite similar, demonstrating for certain aspect the robustness of this regressor. Investment is a fundamental source of growth.

The empirical specification in the “one-step” procedure does not confirm the role of human capital. The coefficients, both in level and in difference, are not statistically significant; it might be that this specific measure of human capital is not appropriate.

Though human capital is not statistically significant, the “one-step” procedure, showing the short-run dynamics, should be preferred according the model selection criteria. Anyway according the F-statistic the coefficients are jointly significant.

These results regarding human capital need some explanation. Human capital may not be significant because the major part of people currently enrolled in Universities is not yet a part of labour force, so that the education that they are acquiring cannot yet be used in production. Furthermore, the education of students may not translate into additions to the human capital embodied in the labour force because some graduates may not participate in the labour force and because part of current enrolment may be wasted due to grade repetition and dropping out. All the similar analyses in which it is significant use average years of schooling as its proxy. Divergent outcomes for econometric growth studies are not surprising: estimation should be performed in strictly comparable conditions with the same data, the same sample and the same model. Complex characteristics embrace the concept of human capital, which are difficult to measure with precision.

But this result might suggest us something else. What is human capital as input different from labour?

Let us recall equation (1):

\[ Y_t = K_t^\alpha H_t^\beta (A_tL_t)^{1-\alpha-\beta} \]

The neoclassical model augmented with human capital is not completely precise in the definition of L, input different from human capital. In particular if \( \beta \) is the share on income that goes to human capital, in is not exactly known to whom \( (1-\alpha-\beta) \) goes, even if L is defined as uneducated labour.

\[ ^{21} \text{Actually we do not have this kind of data.} \]
Therefore it might be that factor inputs are not correctly specified. Barro, Mankiw and Sala-I-Martin, (1995) suggested to consider everything as “k”, a broad concept of capital that incorporates human and physical components.

5 The “policy-and-institutions” augmented growth model

The standard growth models lead to the startling conclusion that there is no growth in per capita terms, except for the possibility of exogenous technological change. Moreover in the traditional growth model, economic policies do not play any role in shaping long-term economic growth. Neoclassical model holds many things constant; relaxing some its assumptions gives room for policy to affect growth.

The main message of the endogenous growth theories is that the long-term growth rate is determined by government policies and other institutional, deterministic and political factors (such as the trade policy, the financial system, monetary sector, the institutions and the administration, protection of intellectual property rights). These policies affect permanently the long run growth of the economy.

There is, yet, little agreement on the exact mechanisms linking policy setting to growth. Considering the general production function at time \( t \):

\[
Y_t = F (K_t, H_t, A_t, L_t)
\]

A natural step to remedy the problem of inexplicable sustained growth consists in try to endogenize the process of technological progress. The “policy-and-institutions augmented growth model”\(^{22}\) assumes that the level of technological efficiency \( A_t \), has two components:
1) \( Z_t \), dependent on economic policies; \( Z_t \) represents policy variables affecting growth. They typically include a number of variables that capture the role of policies, such as real government expenditure and economic system indicators;
2) \( T_t \), the level of technological progress:
   - \( A_t = (Z_t)(T_t); \)
   - \( \ln Z_t = \sum b_i \ln K_{i,t} \)
   - \( \hat{T_t} = g T_t \)

By considering the component of technological efficiency, the theoretical growth model becomes:

\[
\gamma = g + (1 - e^{-\mu t}) \left[ \log y_0 + \frac{\alpha}{1 - \alpha} \ln s_i + \frac{\beta}{1 - \alpha} \ln h^* - \frac{\alpha}{1 - \alpha} \ln (n + g + \delta) + \sum b_i \ln K_{i,t} \right]
\]

(14)

In such equation, instead of concentrating on only one endogenous variable (it can be government size or trade), we consider the impact of all of them on growth. This approach implies the estimation of the following equation:

\[
\gamma = \beta_0 + \beta_1 X + \beta_2 W + \varepsilon_t
\]

where the $X$ variables represent the growth determinants suggested by the augmented Solow growth model. The $W$ variables are the growth determinants, the explanatory variables related with the policy measures. These variables are supposed to have growth, and not level effects on output; the extension will allow us to understand the impacts that particular policies might have had on the long-run behaviour of the Italian economy. Their impact and significance are discussed below in brief.

**Government size**

In the basic growth models, economic policies are ineffectual in the long-run. In the Solow’s and Ramsey’s (1928) models of competitive equilibrium, the government cannot bring in efficiency; public consumption and the way in which it is financed do not influence growth rates. In particular, in the Ramsey model, an increase of government consumption implies a reduction in disposable income and therefore a reduction in private consumption, with no effects on capital. In the overlapping generations framework\(^{23}\), government policy has only level effects; however, the growth rate of the economy is determined in the long run only by exogenous variables and government policies do not play any role.

The theoretical link between government policy and output growth is provided by Barro (1990), Kneller, Bleaney and Gemmell (1999) and Bleaney, Gemmell and Kneller (2001), among the others.

The overall size of government in the economy may influence growth in two opposite directions. On one hand, government size might be harmful to efficiency and economic growth for the following reasons:

- High tax rates may imply economic distortions; in general, taxes are growth reducing. People invest less in assets that are taxed;
- Government may in fact allocate resources poorly: nothing ensures that its actions are executed efficiently;
- Public bureaucracy may involve diseconomies of scale, increasing burdens, barriers and obstacles to the economic activity.

On the other hand government size exercises positive effect on economic performance:

- In presence of market failures, government intervention can ensure the social optimum for growth and development: for example, government can avoid exploitation of the so-called “commons”; it can harmonize conflicts between social and private interests; or it can address resources where they are required. Basically governments provide rules to make markets work efficiently and take corrective actions when markets fail.

Renewed interest has been regarded the composition of government spending. Government activities can be divided in productive and unproductive. The former are expected to be growth – promoting while the latter growth – retarding; education and infrastructure represent the typical “directly” productive public expenditure. In the Barro (1990) model the growth effects of various government tax and expenditure policies depend on their classification as one of four types. Decreases in distortionary

---

\(^{23}\) See Samuelson (1958) and Diamond (1965).
taxes and increases in productive expenditure raise the steady state rate of growth, while non-distortionary and non-productive expenditure have no direct effect. In this model, the analysis of the chosen method of financing the government budget constraint is fundamental to examine the growth effect of any particular change in fiscal policy on growth.

Government plays a role in financing formal schooling and formal schooling is generally considered a key channel for human capital accumulation. Therefore there is a potential link between public education expenditures and growth. The overall result depends on the size of the government, the tax structure and on the parameters of the production technologies.

As Fischer (1993) point out, deficit can negatively influence economic growth through its effects on capital accumulation. Deficit can be considered as an indicator of unstable and unsustainable macroeconomic policy environment. In the short run, growth may be higher during high deficit period, because of the assistance of high saving rates and financial repression; but in the long run, the negative relationship emerges.

There is no ideal size for the state, and size alone does not capture its full effect on markets. On theoretical grounds, there has been a controversy: the general view is that public expenditure can be growth enhancing but the financing of such expenditures can be growth retarding. The overall impact depends on the trade-offs between the productivity of public expenditure and the distortionary effects. Theory offers little guidance.

Empirically no consistent evidence exists for a significant relationship between government spending and growth, in a positive or negative direction [Kormendi – Meguire (1985) and Grier-Tullock (1989)]. Results of significant correlations differ by country, and even region, analytical method and categorisation of government expenditure; also the link between growth and government spending on education has not been validated empirically. Levine-Renelt (1992) and Easterly-Rebelo (1993) provide good surveys of empirical results.

For Italy we are not going to do any particular assumptions, but we follow the proposition “let the data show”.

\textit{Monetary sector}

The literature on economic growth has paid great attention to the effects of changes in the rate of money creation and in the rate of inflation on real variables. Monetary growth theory can be made to yield a variety of qualitatively different results, depending upon which model is used. Three different theories can be distinguished:

i) Tobin’s (1965) “descriptive” approach asserted that money is not superneutral; there is a positive relationship between the rate of inflation and growth;

ii) According to Sidrauski (1967), in a model with rational choices in infinite horizon, money is superneutral; the equilibrium value of capital intensity does not depend on growth rate of money;

iii) Stockman (1981) considered a model with liquidity constraints on investment\textsuperscript{24}. If there are constraints both in the consumption and investment

\textsuperscript{24} See Chirichielo, 2000.
decisions, a prediction opposite to Tobin’s emerges; with constraint only on consumption decisions, Sidrauski’s conclusion is confirmed.

Models of endogenous growth consent to test the relationship between money and growth. The monetary neutrality hypothesis asserts that the growth of real output is not linked to the anticipated growth of money supply. Including as regressors the growth of monetary aggregates seems to be a natural way to test the neutrality theory.

In recent years the empirical evidence has been in favour of the negative relationship between rate of inflation and growth [Kormendi and Meguire (1985), De Gregorio (1993), Levine and Renelt (1992), Rubini and Sala-i-Martin (1992)]. A recurring theme is that inflation increases uncertainty; it will tend to introduce undesirable noise into the workings of markets, raising, for instance, relative price variability. Planning will become more difficult and, if inflation is at least perceived to be costly, this belief may become self-fulfilling.

Some empirical results [Briault, (1995) and Kocherlakota (1996)] suggest that inflation is harmful but the evidence is not overwhelming. The basic finding is that higher inflation goes along with a lower rate of economic growth, but inflation up to 20 percent a year may or may not go.

Financial system

The role of financial system in the growth process has received recently considerable attention.

Greenwood and Jovanovic (1990) examined the relations between growth and income distribution and between financial structure and economic development. In their model, financial structure has positive effects on economic growth due to more efficient undertaking of investment and more efficient capital allocation.

Atje and Jovanovic (1993) found that there is a positive effect of stock markets on the level as well as on economic growth. According to Berthelemy and Varoudakis (1996), growth rate is positively affected by the number of the banks, or the degree of competitiveness of the financial system.

Different reasons justify the positive relationship between financial system and growth. Generally speaking, an efficient and vibrant financial system is an important precondition for private sector development: financial market plays a vital role in the savings-investment decision. Financial instruments, markets and institutions arise to mitigate the effects of information and transaction costs [Levine, R., (1997)]. The financial system mobilizes savings and allocates them to investments by private entrepreneurs. It links savers and borrowers, manage risks, and operate the payment and settlement systems. And it helps shift resource from declining to dynamic sectors.


---

Empirical works on the relationship between financial development and economic growth are growing, but they often reach different conclusions; empirical results are very sensitive to model specification. Cross-country and panel data studies find positive effects of financial system on growth, while time series studies give conflicting results, such as in Arestis and Demetriades (1997). Demetriades and Hussein (1996) found also little systematic evidence of positive relation.

Beck et al. (1999) have stressed the importance of having a wide variety of indicators that measure the size (relative and absolute), the activity and the efficiency of financial intermediaries and market. The banking sector, the size of liquidity of the stock market, the level of the banking sector development and stock market development play a crucial role. The span of the data is much more significant than the number of observations; it is preferable to utilize data set containing over a long time period than data sets containing more observations over a short time period. In fact, many data sets of financial indicators contain data only every five years interval.

The proxies of financial development here used are:
- Domestic credit to private sector;
- Market capitalization;
- Liquid liabilities.

1.3.5 Trade policy

There are several channels, stressed by trade theory, through which trade can stimulate growth. With the example of the pin factory, Adam Smith has first pointed out that trade increases market size and promotes specialization, which increases productivity and growth; this argument is also the basis of various models (e.g. Grossman and Helpman, 1991).

Trade policy is expected to have desirable growth effects through a strategy of export promotion, which reduces trade restrictions, improves economic openness, increases competitiveness, and enhances efficiency.

Within the framework of New Growth Theories, openness and technology play a crucial role in the process of growth. Openness in foreign trade favours the exchange of ideas and technology transfer, thus producing a more rapid diffusion of new products, processes and research between national economies. Coe and Helpman (1995) and Coe, Helpman, and Hoffmaister (1997) found evidence of substantial R&D spillovers from industrial countries in the North to other industrial countries and to less developed countries in the South. Therefore these effects promote the accumulation of knowledge and human capital.

Policies that reduce tariff barriers and dismantle non-tariff barriers would therefore suggest positive gain from trade. Openness to trade allows countries to benefit both static and dynamic efficiencies.

Successful entry into international markets has become associated with the rapid growth of the Asian NICs. There are several alternative interpretation of this success:

\[ \text{Campbell and Perron (1991).} \]

\[ \text{Bregman and Marom, (1993), among the others.} \]
it is not clear if the key factor is trade per se and the resultant gain from specialisation, or competition and the associated pressure for cost minimization, or both.

The correlation between openness and growth has been estimated to be positive in the empirical growth literature; however, some recent studies have been more dubious and found that the statistical significance of this correlation depends on the empirical model and the proxy variable for openness [Vanvakidis, A. (2002)]. In addition the progress on the empirical side has been slower due to the fact that it is difficult to interpret the causality issue. Frankel and Romer (1999) solved the problem of endogeneity using geographical variables, showing that trade causes growth.

Another group of studies has argued that economic strategy should not be based only on openness, but also on good macroeconomic policies, efficient institutions and domestic trade policy cannot be set independently of the trade policy followed by the rest of the world\textsuperscript{28}.

Though there is some ambiguous evidence, trade protection is by no means an element of growth strategy.

The aim of these macro regressions is to investigate the respective role of the various “inputs” in contributing to economic growth, thus shedding some light on the Italian economic performance, and helping to identify those policy measures most likely to enhance growth.

The lack of broadly agreed theoretical bases for empirical work motivated some researchers to largely abandon any \emph{a priori} reasoning and let the data show what is most consistently correlated with economic growth. This is a pure empirical approach.

\section{Additional data}

It is now interesting to adopt the approach “let the data show” in order to analyse the empirical determinants of growth according to the “policy-and-institutions” augmented growth model.

The variables considered here include various measures of government size, monetary and financial system, and trade sector.

The size of the public sector can be measured by alternative indicators: we use government share of real output, growth rate of government expenditure, government expenditure on education and deficit/GDP ratio.

Our estimates are based on three variables that proxy for openness to international trade: the amount of real exports, the amount of real imports and openness, measured by export plus import divided by real GDP. Indicators of monetary sector are growth of money supply and rate of inflation.

Table IV shows all the potential variables affecting growth.

\textsuperscript{28} Rodriguez and Rodrik, (1999); Clerides et al. (1998); Bhagwati-Srinivasan (1985).
Table IV. Description of additional variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description and source</th>
<th>Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gov’t consumption share</td>
<td>Share of government consumption to real GDP. PWT 6.1</td>
<td>1950-2000</td>
</tr>
<tr>
<td>Gov’t spending on education</td>
<td>Share of spending on education to real GDP. OCSE</td>
<td>1950-1995</td>
</tr>
<tr>
<td>Deficit</td>
<td>Budget primary deficit/ GDP. IMF</td>
<td>1950-2000</td>
</tr>
<tr>
<td>Inflation</td>
<td>Average inflation rate (CPI). Bank of Italy</td>
<td>1950-2004</td>
</tr>
<tr>
<td>Money growth</td>
<td>Growth of money supply. IMF</td>
<td>1950-2000</td>
</tr>
<tr>
<td>Openness</td>
<td>Ratio of exports plus imports to real GDP. PWT 6.1</td>
<td>1950-2000</td>
</tr>
<tr>
<td>Export</td>
<td>Ratio of export to real GDP. IMF</td>
<td>1950-2004</td>
</tr>
<tr>
<td>Import</td>
<td>Ratio of import to GDP. IMF</td>
<td>1950-2000</td>
</tr>
<tr>
<td>Stock market capitalisation</td>
<td>Or market value: is the share price times the number of share outstanding. IMF</td>
<td>1989-1999</td>
</tr>
<tr>
<td>Domestic credit to private sector</td>
<td>Financial resources provided to the private sector that establish a claim for repayment. IMF’s International Financial Statistics or, when the broader aggregate is not available, from its monetary survey.</td>
<td>1960-2003</td>
</tr>
<tr>
<td>Liquid Liabilities (M3)</td>
<td>Sum of M0, M1, M2, plus travellers checks, foreign currency time deposits, commercial paper, and shares of mutual funds or market funds held by residents. IMF</td>
<td>1960-2003</td>
</tr>
</tbody>
</table>

A time series analysis of these variables reveals that they are integrated of order 1 (see table A1 in the appendix). All the variables are I(1) in level, and in a time series approach it is necessary to make them stationary, differently from the similar cross-country studies.

5.2 Pure empirical growth approach

The pure empirical approach can be done in two different ways, depending on the specification of the model. While appealing, this approach requires a departure from the classical structure in which conditioning on a model is fundamental\textsuperscript{30}.

The regressors are measured not as a share of GDP, but in level. At the beginning we test the following regression:

$$
\Delta \log(gdp) = \beta_0 + \beta_1 \Delta \log(Investment) + \beta_2 \Delta \log(gov. consum) + \\
\beta_3 \Delta \log(exp. education) + \beta_4 \Delta \log(exports) + \beta_5 \log(inflation) + \\
\beta_6 \Delta \log(money) + \epsilon_t
$$  \hspace{1cm} (15)

Tab. V illustrates the results.

---

\textsuperscript{29} The monetary surveys includes monetary authorities (the central bank) and deposit money banks. In addition to these, the banking survey includes other banking institutions such as savings and loan institutions, finance companies, and development banks.

\textsuperscript{30} Sala-i-Martin et al., (2004).
Table V

<table>
<thead>
<tr>
<th>Dependent variable: log difference of real GDP per capita</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>43</td>
</tr>
<tr>
<td>Constant</td>
<td>0.02***</td>
</tr>
<tr>
<td>Δlog (Investment)</td>
<td>0.24***</td>
</tr>
<tr>
<td>Δlog (gov. consumption)</td>
<td>-0.03***</td>
</tr>
<tr>
<td>Δlog (gov. exp. education)</td>
<td>0.08***</td>
</tr>
<tr>
<td>Δlog (exports)</td>
<td>0.03*</td>
</tr>
<tr>
<td>ΔLog(money)</td>
<td>0.09***</td>
</tr>
<tr>
<td>Log(inflation)</td>
<td>-0.005***</td>
</tr>
<tr>
<td>AR²</td>
<td>0.88</td>
</tr>
<tr>
<td>AIC</td>
<td>-6.66</td>
</tr>
<tr>
<td>F-statistic</td>
<td>53.78</td>
</tr>
</tbody>
</table>

*: significant at the 1 percent level
**: significant at the 5 percent level
*: significant at the 10 percent level

From the baseline estimation, the variables that seem to be related with growth are:
- The log difference of investment; as it is expected, the coefficient is not only significant (at 1 per cent level), but also positive as the theory predicts;
- A greater volume of non-productive government spending (and the associated taxation) reduces the growth rate of output per capita. In this sense, big government is “bad for growth”\(^{32}\).
- But there is evidence of positive link between log difference of output and government spending on education. Although the impact of total government expenditure appears to be negative, the conclusion is sensitive to the categories of expenditure examined;
- The log difference of exports, with a positive and significant (only at 10 percent level) coefficient. It is interesting to note that the measure of openness (defined as the ratio of export plus import to GDP) is not statistically significant in this particular specification;
- The coefficient on inflation is negative and significant; this confirm not only the Stockman’s (1981) hypothesis, but also the recent similar results in literature;
- The coefficient on money supply is positive and significant, violating the neutrality of money.

The other variables of tab. III are not statistically significant within this specification. In particular, the proxies of financial development do not seem to be related with the log difference of output; this is in line with time series evidence. Furthermore this result is not surprising, because Italy has begun a process of financial development during the 1990s, exactly when there was the productivity slowdown.

---

\(^{31}\) Micossi and Tullio (1992) also found a negative coefficient on public expenditure in an analogous time series study of Italy.

\(^{32}\) Barro, (1997).
Overall, the results suggest a significant impact of macro policy settings on output per capita over time.

First differencing appears, *prima facie*, to provide the appropriate solution to deal with non-stationary series. First differencing, however, has a limitation: there is no way to obtain long-run information, namely long-run steady-state relationship.

Again, we consider an error correction model also for testing the model of endogenous growth; the ECM incorporates both the short and the long run effects.

First of all the following long-run relationship is tested:

\[
\text{Log}(\text{gdp}) = \beta_0 + \beta_1 \text{log}(\text{Investment}) + \beta_2 \text{log}(\text{Human capital}) + \beta_3 \text{log}(n + g + \delta) + \beta_4 \text{log}(\text{openness}) + \beta_5 \text{log}(\text{gov. consum}) + \beta_6 \text{log}(\text{exp. education}) + \epsilon_t \tag{16}
\]

The residuals of this regression are used to:
- run the Augmented Dickey-Fuller unit root test: it results that they are stationary at 1% level;
- formulate the dynamic ECM.

We label the regressors of equation (16) by K. The unrestricted form is:

\[
\Delta \text{Log}(\text{gdp}) = \beta_0 + B_1 \Delta \text{log}(K) + \beta_2 \text{log(} \text{gdp})_{-1} + B_7 \text{log(} K)_{-1} + u_t \tag{E1}
\]

While the ECM is:

\[
\Delta \text{Log}(\text{gdp}) = \beta_0 + B_1 \Delta \text{log}(K) + \beta_2 \text{EC}_{t-1} + u_t \tag{E2}
\]

Results are reported in table VI.

<table>
<thead>
<tr>
<th align="left">Table VI</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Dependent variable: log difference of real GDP per capita</th>
<th>(E1)</th>
<th>(E2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.705***</td>
<td>0.015***</td>
</tr>
<tr>
<td>\Delta \text{Log (Investment)}</td>
<td>0.222***</td>
<td>0.230***</td>
</tr>
<tr>
<td>\Delta \text{Log (H)}</td>
<td>0.022</td>
<td>0.068***</td>
</tr>
<tr>
<td>\Delta \text{Log (openness)}</td>
<td>0.065**</td>
<td>0.084**</td>
</tr>
<tr>
<td>\Delta \text{Log (gov. consum)}</td>
<td>-0.031***</td>
<td>-0.021***</td>
</tr>
<tr>
<td>\Delta \text{Log (exp. educ)}</td>
<td>0.064***</td>
<td>0.106***</td>
</tr>
<tr>
<td>\text{Log (GDP)} [-1]</td>
<td>-0.135***</td>
<td></td>
</tr>
<tr>
<td>\text{Log (Investment) [-1]}</td>
<td>0.021</td>
<td></td>
</tr>
<tr>
<td>\text{Log (H) [-1]}</td>
<td>-0.005</td>
<td></td>
</tr>
<tr>
<td>\text{Log (openness) [-1]}</td>
<td>0.065**</td>
<td></td>
</tr>
<tr>
<td>\text{Log (gov.consum) [-1]}</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td>\text{Log (exp.educ)}</td>
<td>0.042</td>
<td></td>
</tr>
<tr>
<td>Error-correction term [-1]</td>
<td>-0.22**</td>
<td></td>
</tr>
<tr>
<td>(\hat{R}^2)</td>
<td>0.90</td>
<td>0.89</td>
</tr>
<tr>
<td>AIC</td>
<td>-6.79</td>
<td>-6.73</td>
</tr>
<tr>
<td>F-statistic</td>
<td>38.18</td>
<td>58.90</td>
</tr>
</tbody>
</table>
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From table VI considerations similar to the ones associated with table III can be done, mainly for the following points: the coefficients of human capital are not statistically significant in the “one-step” procedure; the negative and statistically significant coefficient of the speed of adjustment ensures that the system is not explosive. The coefficients on investment have almost the same value both in E1 and E2 model, confirming its unambiguously positive effect on growth.

Regressions of table VI produce better estimates in compare to the ones of table III, where government and trade sector were not considered. Therefore empirically comparing the results of the neoclassical model with human capital to those of the pure empirical growth approach, it results that, coeteris paribus, the latter is better. By regression results, models of endogenous growth give better estimates.

6 Robustness analysis

In order to reach accurate conclusions, further analysis can be useful.

Empirical works on growth are not supported by a consensus theoretical framework; the new growth theories based on the pure empirical approach can be open ended: two or three of them can be true at the same time, while one of them puts emphasis on specific fiscal-expenditure variables, or monetary policy indicators, proxies of financial development, etc.

In table V there are a high number of variables that has been found to be correlated with growth in at least one regression. In this section robustness analysis is carried out in order to know which variables are “truly” correlated with growth. Robustness analysis becomes crucial in order to discriminate between a potential quasi-infinite numbers of variables, determinants of growth.

As Leamer (1983, 1985) suggested, the choice of the right-hand side variables in a regression equation is inevitably based on assumption. Leamer argued that inferences are robust if the specification assumptions are broad enough to be credible, namely the assumptions include a wide set of possible independent variables based on relevant literature; and if the interval of inferences is narrow enough to be useful, that is, the coefficient estimates should be statistically significant given some conventional decision rule.

Levine and Renelt (1992) have applied a variant of the extreme-bound analysis (EBA henceforth) proposed by Leamer (1983, 1985) to test the robustness of coefficient estimates to alterations in the conditioning set of information.

According to EBA, three sets of variables can be distinguished: i) the K variables, always included in the regression; ii) the J variable of interest; iii) and the Z variables (maximum three), chosen from a pool of variables. The regression has the following form:

\[ \Delta \log(gdp) = \beta_0 + \beta_k K + \beta_j J + \beta_z Z + \epsilon_t \]
By estimating this regression for all possible \( Z \) combinations, each model provides an estimation of \( \beta_j \). The upper (lower) extreme bound is the largest (lowest) value of \( \beta_j + (-) \) two standard deviations, over all possible models. The rule for defining fragile a variable according to EBA is the following: if the lower extreme bound is negative and the upper extreme bound is positive, then the variable is fragile.

Analysing the robustness of the Italian determinant of growth according to the EBA, we made the following assumptions:
- The K variable is only Investment: according to past empirical studies and economic theory, it is strongly related with growth;
- In the \( Z \) set variables that might measure the same phenomenon are excluded in order to avoid increase in the standard deviation.

### 6.1 Growth dynamics

Levine and Renelt (1992) employ a version of this test considering the growth model: equations of type (15), section 5.2, are considered.

The total amount of regressors is 12; if the investment is the “constant” variable, the total number of combinations of possible models is considered.

Table VII shows the results for all the possible combinations.

<table>
<thead>
<tr>
<th>J-variable</th>
<th>Coefficient</th>
<th>a-R²</th>
<th>Sensitivity result</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta ) Tertiary</td>
<td>base: 0.081</td>
<td>0.737</td>
<td>fragile (1)</td>
</tr>
<tr>
<td>( \Delta ) Gov. consump.</td>
<td>high: - 0.019</td>
<td>0.756</td>
<td>robust</td>
</tr>
<tr>
<td></td>
<td>base: - 0.020</td>
<td>0.733</td>
<td></td>
</tr>
<tr>
<td></td>
<td>low: - 0.029</td>
<td>0.841</td>
<td></td>
</tr>
<tr>
<td>( \Delta ) Gov. exp. edu</td>
<td>base: 0.118</td>
<td>0.820</td>
<td>fragile (3)</td>
</tr>
<tr>
<td>( \Delta ) Deficit</td>
<td>base: 0.011</td>
<td>0.755</td>
<td>fragile (1)</td>
</tr>
<tr>
<td>( \Delta ) Openess</td>
<td>base: 0.104</td>
<td>0.732</td>
<td>fragile (1)</td>
</tr>
<tr>
<td>( \Delta ) Export</td>
<td>base: 0.036</td>
<td>0.721</td>
<td>fragile (0)</td>
</tr>
<tr>
<td>( \Delta ) Import</td>
<td>base: 0.022</td>
<td>0.711</td>
<td>fragile (0)</td>
</tr>
<tr>
<td>( \Delta ) Money</td>
<td>base: 0.080</td>
<td>0.791</td>
<td>fragile (1)</td>
</tr>
<tr>
<td>( \Delta ) L. Liab.</td>
<td>base: 0.107</td>
<td>0.789</td>
<td>fragile (1)</td>
</tr>
<tr>
<td>( \Delta ) Dcredit privat</td>
<td>base: 0.025</td>
<td>0.663</td>
<td>fragile (0)</td>
</tr>
<tr>
<td>Inflation</td>
<td>base: 5.62E-05</td>
<td>0.702</td>
<td>fragile (0)</td>
</tr>
</tbody>
</table>

**Notes:** L. Liab. Stands for liquid liabilities; Dcredit privat stands for domestic credit to private sector.

The base coefficient is estimated with the variable of interest and the only k-variable (investment). Fragile (0) indicates that the variable is fragile when regressed only with the k-variable; fragile (i), with \( i = 1,2,3 \), means how many variables should be added before the variable becomes fragile or insignificant.

Not surprisingly, very few variables are robustly related with growth: government consumption and investment (by assumption). Government consumption has always the same sign (negative) and it is robust if the growth dynamics is considered. The gap
between the maximum and the minimum point estimates of the focus coefficient is considerably small.

The implications are clear: the unproductive government consumption is clearly growth retarding. The negative relationship may also suggest the inefficiency associated with the use of it. This finding is coherent with the model of Barro (1990): government consumption has no direct effect on “private-sector productivity, but does lead to a higher income tax rate. Since individuals retain a smaller fraction of their returns from investment, they have less incentive to invest, and the economy tends to grow at a lower rate”.

The variables, proxies of financial and trade sectors, do not matter for growth according to EBA. The log difference of human capital is fragile; again this is not surprising, because similar studies have found human capital is not relevant if measured in difference.

EBA, as the same name suggest, is, probably, too extreme. There are two more lenient criteria:

- the “$R^2$ decision rule” (Granger and Uhlig, (1990)); the extreme bounds is chosen according some threshold of overall fit related with the value of the $R^2$;
- the Bayesian Averaging of Classical Estimates (BACE) Approach (Sala-I-Martin et al. (2004)): limiting the effect of prior information, weighted averages of all the estimates of the $j$-coefficient and its corresponding standard deviations are constructed, using weights proportional to the likelihoods of each of the models. In such a way, it is assigned some “level of confidence” to each variable.

Anyway EBA, although imperfect, has been a useful remedy for model uncertainty.

7 Test of endogenous versus exogenous growth models.

Another advantage of the time series approach consists in the possibility of testing endogenous versus exogenous growth models. Whether a permanent change in economic policy variables produces a change in the long-run growth rate of the economy is an empirical question that many economists and policy makers are interested in. Moreover, it is a distinguish characteristic between endogenous and exogenous growth models because the change leads to a growth effect in the former class of models, while a level effect in the latter. Jones (1995) and Kocherlakota and Yi (1996) performed empirical analysis through simple time series analysis.

Jones (1995) argued that time series evidence of major industrialised countries is unfavourable to two classes of endogenous growth models: the AK-style models and the R&D-based models. His results are based on articulate analysis of time series properties of GDP, its growth rate, investment rate, the number of scientists and engineers engaged in R&D and TFP growth. The degree of persistence in the series is analysed in order to discriminate empirically between the exogenous growth model and endogenous growth model. If permanent changes in policy variables do not have permanent and large effects on growth rates of GDP per capita\(^3\), the “hallmark

\(^3\) This is what the data show.
endogenous growth models is misleading". The empirical estimates of the AK model confirm the lack of permanent effects of investment rate on growth rate of GDP.

Kocherlakota and Yi (1996, 1997) [KY], instead, founded their work on the following consideration: according to the exogenous growth models, temporary innovations in government policies cannot affect the long-run level of GDP, while according the endogenous growth models they can\(^\text{34}\). They developed a statistical test based on regressing growth rate\(^\text{35}\) on lagged policy variables: the sum of the coefficients on the lags of policy variables should be zero in the exogenous growth model. They reached the opposite conclusion of Jones': empirical evidence is in favour of endogenous growth model. Not surprisingly, qualitatively different results emerge depending upon which model is used.

We adopt the model of KY and some of its assumptions because of consistency with section 5: we have not developed theoretically any particular model of endogenous growth, preferring the pure empirical growth approach. Jones, instead, refers to two specific classes of models; furthermore, given the constraint of available data, R&D-based growth models cannot be tested.

We consider the same policy variables that [KY] did: the tax rate \(X_1\) and the ratio of government spending on education to real GDP \(X_2\)\(^\text{36}\).

The following equation is estimated:

\[
\text{Growth rate of GDP} \ (\gamma) = b_0 + \sum_{n=1}^{3} b_{1,n} \ln(X_{1,t-n}) + \sum_{n=1}^{3} b_{2,n} \ln(X_{2,t-n}) + \epsilon_t
\]

Table VIII shows the results.

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>(X^2) test</th>
</tr>
</thead>
<tbody>
<tr>
<td>(H_0: \sum_{n=1}^{3} b_1 = 0)</td>
<td>12.83***</td>
</tr>
<tr>
<td>(H_0: \sum_{n=1}^{3} b_2 = 0)</td>
<td>8.23***</td>
</tr>
<tr>
<td>(H_0: \sum_{n=1}^{3} b_2 = 0)</td>
<td>13.99***</td>
</tr>
<tr>
<td>(H_0: \sum_{n=1}^{3} b_1 = \sum_{n=1}^{3} b_2 = 0)</td>
<td>12.06***</td>
</tr>
<tr>
<td>(H_0: \sum_{n=1}^{3} b_1 = \sum_{n=1}^{3} b_2 = 0)</td>
<td>5.90**</td>
</tr>
</tbody>
</table>

***: p-value of hypothesis test < 0.01  
**: p-value of hypothesis test < 0.05  
*: p-value of hypothesis test < 0.10

\(^{34}\) See King, Plosser and Rebelo (1988).

\(^{35}\) Fischer and Seater (1993) explained the use of growth rate in the regression for making inferences on permanent changes in GDP levels.

\(^{36}\) A spending variable and a revenue variable.
In the first two rows, only government spending on education is considered, with \( n = 3 \) and \( 5 \) respectively; in the following 2 rows, only tax rate is considered, with \( n = 3 \) and \( 5 \). Using both variables with three lags gives the results in row 5. The null hypothesis is that the sum of coefficients is equal to zero, in accordance with the exogenous growth models.

From table VIII, some considerations can be done. First of all, all of these sums are statistically different from zero. Both in regressions with only one variable and regressions with the two variables, the null hypothesis is rejected at 1 per cent level for regressions with one variable and 2 per cent level for both variables. Tax rates and government spending on education have economically and statistically significant effects on growth rate. Furthermore, their opposite effects do not offset each other. Therefore there is strong evidence in favour of endogenous growth models for Italy. Government policy variables seem to play an important role; “government policy is important in shaping long-run or persistent growth”\(^{37}\). These results are consistent with those in the previous section.

### 8 Some considerations about causality

A final consideration should be done. A recurring issue in this literature is the “causality versus correlation”\(^{38}\) question. The positive or negative associations between macro-variables and economic growth are insufficient in establishing what it the cause and what is the effect. Growth regressions do little to establish directions of causation. Growth accounting is different from causality too.

The regression results should take into account the problem of causality: are policy variables jointly determined with growth rate of GDP or even does the growth rate of GDP determine them? Bean (1990) and Ireland (1990) examined the Granger-causality implications of endogenous versus exogenous growth models and the evidence was in favour of endogenous model.

There are several ways to deal with this issue. The first way consists in assuming that causality is known a priori, given specific theoretical models. The above estimations and analyses assume that all the right-hand side variables are exogenously determined. In practice, however, output may in turn determine them or be determined jointly with them. This can lead to simultaneity bias when error term is correlated with one or more explanatory variables. Most empirical studies admit the simultaneity problem in measuring the impact of macro-determinants on growth, but few of them account for it\(^ {39}\).

The most common response has been the application of instrumental variable procedures; the search of instruments might be easy at first glance: a variety of

---


\(^{38}\) Brock and Durlauf (2001).

instruments has been proposed\textsuperscript{40}. Many instruments are typically chosen only because they are in some sense exogenous, that is, they are predetermined with respect to the error term. Predetermined variables, however, are not necessarily valid instruments; in practice, finding appropriate instruments is a complex task.

Another simple way consists in using bivariate Granger causality test to explore the connection between growth and its determinants. We interpret regressors to be Granger-causing growth when a prediction of growth on the basis of its past history can be improved by further taking into account the previous of previous period’s regressors. The first and most famous application of Granger causality was to the question “does money growth cause changes in GNP?” Friedman and Schwartz (1963) documented a correlation between money growth and GNP, and a tendency for money changes to lead GNP changes. But Tobin (1965) pointed out that a phase lead and a correlation may not indicate causality. Sims (1972) applied a Granger causality test, which answered Tobin’s statement. In his first work, Sims found that money Granger causes GNP but not vice versa, although he and others have found different results afterwards.

In this section we apply the third way (Granger causality test); but a more deeply analysis is carried out for the relation between growth and investment given its important positive role.

The positive and statistically significant coefficient on the contemporaneous investment in a growth regression might be a sign of the positive relationship between investment and “growth opportunities”\textsuperscript{41}, instead of the positive effect of an exogenous higher investment on the growth rate.

Barro (1997) suggested regressing the potential determinants of growth on investment, considered as explanatory variable. We consider as regressors the five variables in table VIII: government consumption, government spending on education, real exports, money and inflation. Only inflation is statistically significant, and it exerts a negative effect on investment: the sole policy variable, which affects economic growth partly by stimulating investment, is inflation. This is a reasonable result given the effects of uncertainty about prices on economic decisions: relative price variability makes planning more difficult. Not surprisingly the other four variables are not related with investment\textsuperscript{42}.

Blomstrom, Lipsey and Zejan (1996) [BLZ] applied the Granger-Sims causality tests, considering also following period variable. They test the following equation:

$$\gamma_t = b_0 + \sum_{n=1} b_{1,n} \gamma_{t-n} + \sum_{n=0} b_{2,n} I_{t-n+1} + \epsilon_t,$$

where $\gamma$ is growth rate of real GDP per capita, $I$ is the ratio of fixed capital formation to GDP, and the null hypothesis is always that of non-causation.

\textsuperscript{40} See Durlauf et al. (2004) for wide list.

\textsuperscript{41} Barro, 1997.

\textsuperscript{42} We expect that variables like taxes, interest rates, rule of law index, democracy index, might be related to investment.
Table IX

<table>
<thead>
<tr>
<th>Dependent variable: growth rate of real GDP per capita</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_{t-1}$</td>
<td>0.32</td>
<td>0.24</td>
<td>0.05</td>
</tr>
<tr>
<td>$\gamma_{t-2}$</td>
<td>0.13</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>$I_{t+1}$</td>
<td></td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>$I_t$</td>
<td>1.12***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$I_{t-1}$</td>
<td>0.12</td>
<td>-0.99***</td>
<td></td>
</tr>
<tr>
<td>$\alpha$-R$^2$</td>
<td>0.11</td>
<td>0.11</td>
<td>0.72</td>
</tr>
<tr>
<td>AIC</td>
<td>4.54</td>
<td>4.56</td>
<td>3.41</td>
</tr>
</tbody>
</table>

*: significant at the 10 percent level
**: significant at the 5 percent level
***: significant at the 1 percent level

Significant considerations can be done. From model 1 and 2, it results that past history of growth is not a particularly useful predictor of current growth and lagged investment does not improve the estimates. Model 3, instead, reveals interesting facts. Lagged and current investment are the only variables statistically significant; the finding that investment in the previous period has a negative coefficient is probably due to the high correlation between past and current investment. Future investment does not have correlation with current growth. This reveals unidirectional causality between investment and growth rate; in fact, if causality runs only from investment to growth rate, then the future values of investment in the regression should have coefficients that are insignificantly different from zero\(^{43}\). We reach the same conclusions regressing the growth rate of real GDP per capita on the logarithm of investment ratio.

We now consider the following stationary variables and we check if they Granger cause growth: difference of real exports, investment and the rate of inflation. We choose the number of lags equal to three, considering that data are annual and that it is better to use more rather than fewer lags. From Granger causality test, we can reject the hypothesis that difference of real exports and investment does not Granger cause GDP growth, but we cannot reject the hypothesis that GDP does not Granger cause them. Therefore it appears that Granger causality runs one way from difference of real exports and investment to GDP growth and not the other way; this confirms the previous analysis about investment and the importance of exports as source of growth.

Two-way causation is, instead, the case for GDP growth and inflation. These two macro-variables are strictly interconnected, and choices of fiscal and monetary authorities have a great impact on both of them. The complex mechanism of inflation should be taken into account. Furthermore, when supply shocks are prevailing, the adverse supply shocks cause both inflation and slower growth, and the results may reflect this relationship\(^{44}\).

"Granger causality", however, is not causality in a more fundamental sense because of the possible influences of other variables.

\(^{43}\) See Sims(1972).
\(^{44}\) Fischer, (1993).
9 Conclusions

The analysis of economic growth has developed rapidly in the last twenty years, both on theoretical and empirical fronts. Theoretical and empirical works have interacted in a profitable way. In this paper, we have reviewed theoretical structure and empirical evidence regarding macrodeterminants of growth in Italy.

Growth accounting reveals that a large component of economic growth is unexplained; furthermore, different methods of accounting give substantially different results.

We have pointed out that the results obtained by cross-country regressions may not accurately reflect individual country characteristics. The econometric evidence we provide using time series estimations on Italy and time series properties of the data are in favour of endogenous growth models.

But before reaching policy conclusions, one “must look at everything” 45. Studies examining the robustness of explanatory variables 46 found that nothing is robust or most of the determinants of growth are regional, political and religious variables. In the latter case, the “top variable” is the dummy for East Asian countries, which has a positive impact on growth. Given these kinds of results, there is no room for policy. However, in this paper the sensitivity analysis has revealed that in Italy public sector matters in growth specification; government consumption retards economic growth. These considerations highlight on one hand the traditional inefficiency of the public sector, and on the other hand the necessity to address resources where they are growth promoting. Education, R&D and infrastructure are sectors in which government should invest; government intervention should be efficient, and mismanagement in the use of public resources should be avoided. High quality public investment in education generates high economic and social returns: education and research need to be increased.

But the connection “between good policy and growth is not mechanical” 47. Growth regressions cannot spit out precise policy solutions; policy decisions draw on a variety of information, but the associations of policy variables with growth provide a grounding in reality from which policy discussion can build.

On the other hand, we find evidence that in Italy investment is a key source of economic growth. Given its positive and fundamental role, research should study what drives investment and how it can be stimulated.

The evidence presented in this paper provides very little support to the view that finance is a leading sector in the process of economic growth, as in others time series studies [Demetriades and Hussein, (1996)]. A longer data set on financial indicators is necessary: we have found data from 1960; as other relevant regressors, such as government spending on education, are reported from 1950 till 1990, the combination of them produces 35 observations, that is not recommended.

Regarding future research, this study requires much better measures of human capital attainment and an improved framework concerning the dynamic of human

capital accumulation. A “broad measure of capital”, including public and private expenditure on education, might be a better variable in order to test the validity of the neoclassical model and its crucial assumption of diminishing return to capital.
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APPENDIX: DATA

Figure A1. Real GDP per capita in 1996 international dollars.

Figure A2. Real exports of goods and services in 1996 international dollars.

Figure A3. Government spending on education in 1996 international dollars.
Figure A4. Investment ratio to GDP (%)  

Figure A5. Growth rate of GDP.  

Figure A6. Rate of inflation.
Figure A7. Autocorrelations of log real GDP per capita

Table A1. ADF unit root test.

<table>
<thead>
<tr>
<th>Variable</th>
<th>ADF, Null Hypothesis: unit root in X</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t-Statistic</td>
</tr>
<tr>
<td>Real GDP per capita</td>
<td>-2.76</td>
</tr>
<tr>
<td>Gov. spending education</td>
<td>-2.19</td>
</tr>
<tr>
<td>Real Exports</td>
<td>0.87</td>
</tr>
<tr>
<td>Gov. consumption</td>
<td>-1.81</td>
</tr>
<tr>
<td>Real Import</td>
<td>0.25</td>
</tr>
<tr>
<td>Inflation</td>
<td>-2.17</td>
</tr>
<tr>
<td>Investment</td>
<td>-1.28</td>
</tr>
<tr>
<td>Liquid Liabilities</td>
<td>-1.48</td>
</tr>
<tr>
<td>Openness</td>
<td>-1.52</td>
</tr>
<tr>
<td>Tertiary</td>
<td>0.08</td>
</tr>
<tr>
<td>Deficit</td>
<td>-1.31</td>
</tr>
<tr>
<td>Domestic credit to private sector</td>
<td>-0.03</td>
</tr>
<tr>
<td>Growth rate of GDP</td>
<td>-4.90</td>
</tr>
</tbody>
</table>